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Abstract: In this study, mixed-delay-dependent robust stability problem is investigated for uncertain linear neutral systems
with mixed delays. The existing stability conditions are obtained by employing the information of neutral delay and discrete
delay independently, and are conservative to some extent. Different from most existing methods, this study attempts to
introduce the interconnected information between neutral delay and discrete delay. Based on such an idea, the simple stability
and robust stability conditions are firstly proposed by integral inequality method, then improved stability and robust stability
conditions are obtained by incorporating delay-decomposition idea and augmented Lyapunov–Krasovskii functional. Theory
analysis and examples show the benefits of the proposed techniques and conditions.
1 Introduction

Neutral systems have received much attention during the
past two decades because of its wide applications in pop-
ulation ecology, distributed networks containing lossless
transmission lines, heat exchangers etc. [1–25]. In particular,
it is widely recognised that linear matrix inequality (LMI)-
based stability conditions obtained by Lyapunov–Krasovskii
(L-K) functional theory are more convenient for the con-
troller design [3–25]. On the other hand, it is well known
that delay-dependent stability criteria are generally less con-
servative than delay independent ones especially when the
size of the delay is small. Therefore, over the past more
than 10 years, various techniques have been developed to
produce some delay-dependent stability and control design
conditions, such as the bounding inequality for the cross
term [5], descriptor model transformation [6–9], integral
inequality methods [10, 11], free-weighting matrix tech-
niques [10, 14–17], augmented L-K functionals [17, 19–22],
delay-decomposition approaches [12, 23, 24] and complete
L-K functional approach [13, 25]. Compared with the results
in [13, 25], the conditions in [5–12, 14–24] are based on the
simple L-K functionals, and remain conservative to some
extent. However, the conditions in [5–12, 14–24] can be
easily applied to controller synthesis.

For the delay-dependent conditions in [5–25], it should
be pointed out that the neutral delay and discrete delay are
assumed to be different in [5, 7–16] and equal in [6, 17–
25]. For neutral systems with mixed delays, it is observed
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that the conditions in [5, 7–13] are neutral delay-independent
and the results in [14–16] are neutral delay dependent. Com-
pared with the neutral delay-independent conditions, the
neutral delay-dependent conditions may be less conserva-
tive. However, it should be pointed out that the stability
conditions in [14–16] employ the information of neutral
delay and discrete delay independently, and the intercon-
nected information between neutral delay and discrete delay
is neglected. Therefore the mixed-delay-dependent stability
conditions proposed in [14–16] are conservative to some
extent, and some further investigations should be explored.

Motivated by the above discussions, this paper revisits
robust stability problem for uncertain linear neutral sys-
tems with mixed delays. Different from the existing methods
in [14–16], this paper introduces the interconnected informa-
tion between neutral delay and discrete delay, which is well
reflected by the new constructed L-K functionals. Combin-
ing with the integral inequality method, the simple stability
and robust stability conditions are firstly proposed in terms
of LMI. By integrating delay-decomposition approach and
augmented L-K functional, the improved stability and robust
stability conditions are further proposed. Compared with
the mixed-delay-dependent conditions in [14–16], the stabil-
ity conditions obtained in this paper are less conservative,
which are well analysed by theory and illustrated by two
numerical examples. In particular, it is worth mentioning
that the mixed-delay-dependent conditions proposed in this
paper will not introduce the additional conservatism for the
case that neutral delay is equal to discrete delay.
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Notation. Throughout this paper, the superscript ‘T’ stands
for the transpose of a matrix. R

n and R
n×n denote the

n-dimensional Euclidean space and set of all n × n real
matrices, respectively. A real symmetric matrix P > 0 (≥ 0)
denotes P being a positive definite (positive semi-definite)
matrix. I is used to denote an identity matrix with proper
dimension. The symmetric terms in a symmetric matrix are
denoted by ∗. ‖ · ‖ refers to the induced matrix 2-norm.

2 Problem formulation

Consider the following uncertain linear neutral system with
mixed delays

ẋ(t) − (C + �C(t))ẋ(t − τ) = (A + �A(t))x(t)

+ (B + �B(t))x(t − h) (1)

x(t) = φ(t), ∀t ∈ [− max{τ , h}, 0]
(2)

where x(t) ∈ R
n is the state vector, h > 0 and τ > 0 denote

the constant discrete delay and neutral delay, respectively.
A ∈ R

n×n, B ∈ R
n×n and C ∈ R

n×n are known real constant
matrices, �A(t), �B(t) and �C(t) are unknown real matri-
ces representing time-varying parameter uncertainties of
system and are assumed to be of the following form

[�A(t)�B(t)�C(t)] = DF(t)[EaEbEc] (3)

where D, Ea, Eb and Ec are known real constant matrices
with appropriate dimensions, and F(t) is an unknown contin-
uous time-varying matrix function satisfying FT(t)F(t) ≤ I .

Throughout this paper, it is assumed that the condition
‖C + �C(t)‖ ≤ 1 holds, which is necessary for guarantee-
ing the asymptotic stability of neutral system (1) and (2).

Lemma 1 [22]: For any constant symmetric matrix M ∈
R

n×n, scalars a and b satisfying a < b, and vector function
ω : [a, b] → R

n such that the integrations concerned are well
defined, then

(i)

(∫ b

a

ω(s)ds

)T

M

(∫ b

a

ω(s) ds

)

≤ (b − a)

∫ b

a

ωT(s)Mω(s) ds

(ii)

(∫ b

a

∫ t

t+θ

ω(s) ds dθ

)T

M

(∫ b

a

∫ t

t+θ

ω(s) ds dθ

)

≤ b2 − a2

2

∫ b

a

∫ t

t+θ

ωT(s)Mω(s) ds dθ

Lemma 2 [14]: Let U , V , W and M be real matrices of
appropriate dimensions with M satisfying M = M T, then
M + UVW + W TV TU T < 0 for all V TV ≤ I , if and only
if there exists a scalar ε > 0 such that M + ε−1UU T +
εW TW < 0.

3 Simple stability conditions

To show the effectiveness of the proposed technique in
this paper clearly, the simple stability and robust stabil-
ity conditions will be presented in this section by integral
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inequality method. Firstly, we propose the asymptotic sta-
bility condition for the following nominal neutral system

ẋ(t) − Cẋ(t − τ) = Ax(t) + Bx(t − h) (4)

Theorem 1: For given scalars τ and h, the nominal neutral
system (4) is asymptotically stable, if there exist n × n
matrices P > 0, Q1 > 0, Q2 > 0, Q3 > 0, W > 0, R1 > 0,
R2 > 0 and R3 > 0, such that the following LMI holds

� =

⎡
⎢⎢⎢⎢⎢⎣

�11 �12 �13 0 ATY

∗ �22 �23 0 BTY

∗ ∗ �33 0 0

∗ ∗ ∗ −W CTY

∗ ∗ ∗ ∗ −Y

⎤
⎥⎥⎥⎥⎥⎦ < 0 (5)

where

�11 = PA + ATP + Q1 + Q2 − R1 − R2, �12 = PB + R1

�13 = −ATPC + R2, �22 = −Q1 − R1 + (τ − h)Q3 − R3

�23 = −BTPC + R3, �33 = −Q2 − R2 + (h − τ)Q3 − R3

Y = h2R1 + τ 2R2 + (τ − h)2R3 + W

Proof: Construct the following L-K functional

V (t) = V1(t) + V2(t) + V3(t) (6)

where

V1(t) = [x(t) − Cx(t − τ)]TP[x(t) − Cx(t − τ)]

V2(t) =
∫ t

t−h

xT(s)Q1x(s)ds +
∫ t

t−τ

xT(s)Q2x(s)ds

+
∫ t

t−τ

ẋT(s)W ẋ(s)ds + h

∫ 0

−h

∫ t

t+θ

ẋT(s)R1ẋ(s)dsdθ

+ τ

∫ 0

−τ

∫ t

t+θ

ẋT(s)R2ẋ(s)dsdθ

V3(t) = (τ − h)

[∫ t−h

t−τ

xT(s)Q3x(s)ds

×
∫−h

−τ

∫ t

t+θ

ẋT(s)R3ẋ(s)dsdθ

]

Differentiating V1(t), V2(t) and V3(t) along the trajectories
of system (4) yield that

V̇1(t) = 2
[
x(t) − Cx(t − τ)]TP[Ax(t) + Bx(t − h)

]
(7)

V̇2(t) = xT(t)(Q1 + Q2)x(t) + ẋT(t)(h2R1 + τ 2R2 + W )ẋ(t)

− xT(t − h)Q1x(t − h) − xT(t − τ)Q2x(t − τ)

− ẋT(t − τ)W ẋ(t − τ) − h

∫ t

t−h

ẋT(s)R1ẋ(s)ds

− τ

∫ t

t−τ

ẋT(s)R2ẋ(s)ds (8)

V̇3(t) = (τ − h)
[
xT(t − h)Q3x(t − h)−xT(t − τ)Q3x(t − τ)

]
+ (τ − h)2ẋT(t)R3ẋ(t) − (τ − h)

∫ t−h

t−τ

ẋT(s)R3ẋ(s)ds

(9)
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By the integral inequality (i) in Lemma 1, one can obtain
that

− h

∫ t

t−h

ẋT(s)R1ẋ(s)ds ≤ −
(∫ t

t−h

ẋ(s)ds

)T

R1

(∫ t

t−h

ẋ(s)ds

)
= −[x(t) − x(t − h)]TR1[x(t) − x(t − h)] (10)

− τ

∫ t

t−τ

ẋT(s)R2ẋ(s)ds

≤ −
(∫ t

t−τ

ẋ(s)ds

)T

R2

(∫ t

t−τ

ẋ(s)ds

)
= −[x(t) − x(t − τ)]TR2[x(t) − x(t − τ)] (11)

− (τ − h)

∫ t−h

t−τ

ẋT(s)R3ẋ(s)ds

≤
(∫ t−h

t−τ

ẋ(s)ds

)T

R3

(∫ t−h

t−τ

ẋ(s)ds

)
= −[x(t − h) − x(t − τ)]TR3[x(t − h) − x(t − τ)] (12)

Substituting the inequalities (10)–(12) into V̇ (t), it can be
concluded that

V̇ (t) ≤ ρT(t)(�̂ + 
TY
)ρ(t) (13)

where

ρ(t) =

⎡
⎢⎢⎢⎣

x(t)

x(t − h)

x(t − τ)

ẋ(t − τ)

⎤
⎥⎥⎥⎦ , �̂ =

⎡
⎢⎢⎢⎣

�11 �12 �13 0

∗ �22 �23 0

∗ ∗ �33 0

∗ ∗ ∗ −W

⎤
⎥⎥⎥⎦ ,


 =

⎡
⎢⎢⎢⎣

AT

BT

0

CT

⎤
⎥⎥⎥⎦

T

and Y , �ij, i, j = 1, 2, 3 have the same definitions as in (5).
Using the well-known Schur complement, it is clear that
� < 0 in (5) is equivalent to �̂ + 
TY
 < 0, then it follows
from (13) that V̇ (t) < 0, which implies that system (4) is
asymptotically stable. This completes the proof. �

For uncertain neutral system (1) with �C(t) = 0, based
on the above Theorem 1, and combining with the Lemma 2,
then the following robust stability condition can be easily
obtained.

Theorem 2: For given scalars τ and h, the uncertain neutral
system (1) is robustly asymptotically stable, if there exist
n × n matrices P > 0, Q1 > 0, Q2 > 0, Q3 > 0, W > 0,
R1 > 0, R2 > 0, R3 > 0 and a scalar μ > 0, such that the
following LMI holds⎡

⎢⎣� D̃ μẼT

∗ −μI 0

∗ ∗ −μI

⎤
⎥⎦ < 0 (14)

where � is defined in (5) and D̃ = [
DTP 0 − DTPC 0

DTY
]T

, Ẽ = [
Ea Eb 0 0 0

]T
.
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Remark 1: If the function V1(t) in (6) is chosen as V1(t) =
xT(t)Px(t), then it is seen that the resulting LMI in
Theorem 1 should be described by

� =

⎡
⎢⎢⎢⎢⎢⎣

�11 PB + R1 R2 PC ATY

∗ �22 R3 0 BTY

∗ ∗ �33 0 0

∗ ∗ ∗ −W CTY

∗ ∗ ∗ ∗ −Y

⎤
⎥⎥⎥⎥⎥⎦ < 0 (15)

where �ii, i = 1, 2, 3, Y are defined in Theorem 1. Corre-
spondingly, the robust stability condition for �C(t) 	= 0 can
be easily obtained by replacing the LMI in (14) with the
following LMI ⎡

⎢⎣� D̆ μĔT

∗ −μI 0

∗ ∗ −μI

⎤
⎥⎦ < 0 (16)

where � is defined in (15) and D̆ = [
DTP 0 0 0

DTY
]T

, Ĕ = [
Ea Eb 0 Ec 0

]T
.

Remark 2: Compared with the L-K functional proposed
in [14], V3(t) is further introduced in functional (6). It is
observed that the functionals proposed in [14–16] employ
the information of neutral delay τ and discrete delay h
independently. However, the term V3(t) introduced in func-
tional (6) reflects the relationship between neutral delay τ
and discrete delay h, which results that Theorems 1 and 2
depend not only on τ and h, but also on τ − h. In the fol-
lowing parts, we will show the importance of the functional
V3(t) in reducing the possible conservatism.

It is well known that LMI (5) is equivalent to �̂ +

TY
 < 0, where �̂, 
 and Y have the same def-
initions as in (13). Noticing that Y = Y1 + Y2, where
Y1 = h2R1 + τ 2R2 + W and Y2 = (τ − h)2R3, then it is seen
that LMI (5) is equivalent to �̂ + 
TY1
 + 
TY2
 < 0.
When the term (τ − h)

∫−h

−τ

∫t

t+θ
ẋT(s)R3ẋ(s)dsdθ is not intro-

duced in (6), LMI (5) should be revised as

� =

⎡
⎢⎢⎢⎢⎢⎣

�11 �12 �13 0 ATY1

∗ �22 + R3 �23 − R3 0 BTY1

∗ ∗ �33 + R3 0 0

∗ ∗ ∗ −W CTY1

∗ ∗ ∗ ∗ −Y1

⎤
⎥⎥⎥⎥⎥⎦ < 0

(17)

where �̂ij, i, j = 1, 2, 3 have the same definitions as in (5). It
is clear that LMI (17) is equivalent to �̂ + 
 + 
TY1
 < 0
by Schur complement, where 
 = diag{0, R̃, 0} and R̃ =[

R3 −R3−R3 R3

]
. Noticing the fact 
 ≥ 0, it follows from

the inequality �̂ + 
 + 
TY1
 < 0 that �̂ + 
TY1
 < 0.
Then, it can be concluded that the inequality �̂ + 
TY1
 +

TY2
 < 0 holds when |τ − h| is sufficiently small, which
means that LMI (17) is a sufficient condition for LMI (5)
for sufficiently small |τ − h|. Reversely, one can not obtain
LMI (17) by LMI (5) due to the fact 
 ≥ 0. Based on
the above discussions, it can be seen that the conservatism
of Theorem 1 can be reduced for sufficiently small |τ − h|
when introducing the term (τ − h)

∫−h

−τ

∫t

t+θ
ẋT(s)R3ẋ(s)dsdθ

in V3(t).
IET Control Theory Appl., 2014, Vol. 8, Iss. 8, pp. 606–613
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On the other hand, it is seen from LMI (5) that tuning
variables (τ − h)Q3 and (h − τ)Q3 are introduced in the
diagonal blocks �22 and �33, respectively, because of the
proposition of the term (τ − h)

∫t−h

t−τ
xT(s)Q3x(s)ds in V3(t).

It should be pointed out that the negative definition of the
matrix � in (5) is seriously effected by the diagonal blocks
�22 and �33. Therefore LMI (5) may become more slack for
τ 	= h when tuning variables (τ − h)Q3 and (h − τ)Q3 are
introduced in the matrix �, which shows that the importance
of the term (τ − h)

∫t−h

t−τ
xT(s)Q3x(s)ds in V3(t).

Remark 3: The proposed L-K functional (6) is partly moti-
vated by the functional in [26], where delay-dependent
stability problem is investigated for linear systems with
multiple discrete delays. However, different from the L-K
functional proposed in [26], our constructed functional (6)
includes the single integral term (τ − h)

∫t−h

t−τ
xT(s)Q3x(s)ds,

which was not introduced in [26].

For the case that τ = h, by the following functional and
integral inequality (i) in Lemma 1

V1(t) = [x(t) − Cx(t − τ)]TP[x(t) − Cx(t − τ)]

+
∫ t

t−τ

xT(s)Qx(s)ds

+
∫ t

t−τ

ẋT(s)W ẋ(s)ds + τ

∫ 0

−τ

∫ t

t+θ

ẋT(s)Rẋ(s)dsdθ

(18)

the stability condition of nominal neutral system (4) can be
described as follows.

Corollary 1: For given scalars τ and h, the nominal neu-
tral system (4) is asymptotically stable, if there exist n × n
matrices P > 0, Q > 0, W > 0 and R > 0, such that the
following LMI holds

� =

⎡
⎢⎢⎢⎣

�11 �12 0 ATG

∗ �22 0 BTG

∗ ∗ −W CTG

∗ ∗ ∗ −G

⎤
⎥⎥⎥⎦ < 0 (19)

where

�11 = PA + ATP + Q − R, �12 = PB − ATPC + R

�22 = −Q − R − CTPB − BTPC, G = τ 2R + W
IET Control Theory Appl., 2014, Vol. 8, Iss. 8, pp. 606–613
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Remark 4: Let R1 + R2 � R, Q1 + Q2 � Q and h � τ , then
it is easy to see that⎡

⎣I2n×2n

(
0n×n

In×n

)
02n×2n

02n×2n 02n×n I2n×2n

⎤
⎦ �

×
⎡
⎣I2n×2n

(
0n×n

In×n

)
02n×2n

02n×2n 02n×n I2n×2n

⎤
⎦

T

= � (20)

which means that Theorem 1 is equivalent to Corollary 5
for the case that τ = h.

Remark 5: When the functional V3(t) is abandoned in (6),
the corresponding stability conditions can be easily obtained
by setting Q3 = R3 = 0 in Theorems 1 and 2, which are
referred to as Corollaries 1 and 2, respectively. In the case
that the term (τ − h)

∫t−h

t−τ
xT(s)Q3x(s)ds is not introduced

in V3(t), by setting Q3 = 0 in Theorems 1 and 2, one can
also obtain the corresponding stability conditions, which are
referred to as Corollaries 3 and 4, respectively.

4 Improved stability conditions

In this section, the improved stability and robust stability
conditions will be established by incorporating the idea of
delay-decomposition and augmented L-K functional.

Theorem 3: For given scalars τ , h and N , the nominal neutral
system (4) is asymptotically stable, if there exist 3n × 3n

matrix P =
⎡
⎣P11 P12 P13

PT
12 P22 P23

PT
13 PT

23 P33

⎤
⎦ > 0, 2n × 2n matrices W =

[
W11 W12

W T
12 W22

]
> 0, Z =

[
Z11 Z12

ZT
12 Z22

]
> 0 and n × n matri-

ces S > 0, Qi > 0, Ri > 0, Ui > 0, Hi > 0, i = 1, 2, . . . , N ,
T1, T2, T3, such that the following LMI holds (see (21))

where

�1
1 = T1A + ATT T

1 + P13 + PT
13 + W11 + τ 2Z11

+ Q1 − Z22 − τ 2S − R1

�1
N+2 = −P13 + PT

23 + Z22, �1
N+3 = P33 − ZT

12 + τS

�1
N+4 = P11 + W12 + τ 2Z12 − T1 + ATT T

2 ,
� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�1
1 R1 0 · · · 0 T1B �1

N+2 �1
N+3 �1

N+4 �1
N+5

∗ �2
2 R2 · · · 0 0 H1 0 0 0

∗ ∗ �3
3 · · · 0 0 H2 0 0 0

...
...

...
. . .

...
...

...
...

...
...

∗ ∗ ∗ ∗ �N
N RN HN−1 0 0 0

∗ ∗ ∗ ∗ ∗ �N+1
N+1 HN 0 BTT T

2 BTT T
3

∗ ∗ ∗ ∗ ∗ ∗ �N+2
N+2 �N+2

N+3 PT
12 �N+2

N+5

∗ ∗ ∗ ∗ ∗ ∗ ∗ �N+3
N+3 PT

13 PT
23

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ �N+4
N+4 �N+4

N+5

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ �N+5
N+5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (21)
609
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�1
N+5 = P12 + T1C + ATT T

3

�i+1
i+1 = −Qi + Qi+1 − Ri − Ri+1 + (τ − ih/N )Ui − Hi,

i = 1, 2, . . . , N − 1

�N+1
N+1 = −QN − RN + (τ − h)UN − HN

�N+2
N+2 = −W11 − P23 − PT

23 − Z22

− �N
i=1[(τ − ih/N )Ui + Hi]

�N+2
N+3 = −P33 + ZT

12, �N+2
N+5 = P22 − W12,

�N+3
N+3 = −Z11 − S

�N+4
N+4 = W22 + τ 2Z22 + (τ 4/4)S + �N

i=1[(h/N )2Ri

+ (τ − ih/N )2Hi] − T2 − T T
2

�N+4
N+5 = T2C − T T

3 , �N+5
N+5 = −W22 + T3C + CTT T

3

Proof: Construct the following L-K functional

V (t) = V1(t) + V2(t) + V3(t) (22)

where

V1(t) = ξT(t)Pξ(t) +
∫ t

t−τ

ηT(s)Wη(s)ds

+ τ

∫ 0

−τ

∫ t

t+θ

ηT(s)Zηx(s)dsdθ

+ (τ 2/2)

∫ 0

−τ

∫ 0

θ

∫ t

t+λ

ẋT(s)Sẋ(s)dsdλdθ

V2(t) =
N∑

i=1

[∫ t−(i−1)h/N

t−ih/N

xT(s)Qix(s)ds

+ (h/N )

∫−(i−1)h/N

−ih/N

∫ t

t+θ

ẋT(s)Riẋ(s)dsdθ

]

610
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V3(t) =
N∑

i=1

(τ − ih/N )

[∫ t−ih/N

t−τ

xT(s)Uix(s)ds

+
∫−ih/N

−τ

∫ t

t+θ

ẋT(s)Hiẋ(s)dsdθ

]

and ξT(t) = [xT(t) x(t − τ)(
∫t

t−τ
x(s) ds)T], ηT(t) = [xT(t)

ẋT(t)]. Differentiating V1(t), V2(t) and V3(t) along the trajec-
tories of nominal system (4), then one obtain that (see (23–
25))

By the integral inequalities in Lemma 1, one can obtain
that

− τ

∫ t

t−τ

ηT(s)Zηx(s)ds ≤−
(∫ t

t−τ

η(s)ds

)T

Z

(∫ t

t−τ

η(s)ds

)

= −
[ ∫t

t−τ
x(s)ds

x(t) − x(t − τ)

]T [
Z11 Z12

ZT
12 Z22

] [ ∫t

t−τ
x(s)ds

x(t) − x(t − τ)

]
(26)

− (τ 2/2)

∫ 0

−τ

∫ t

t+θ

ẋT(s)Sẋ(s)dsdθ

≤ −
(∫ 0

−τ

∫ t

t+θ

ẋ(s)dsdθ

)T

S

(∫ 0

−τ

∫ t

t+θ

ẋ(s)dsdθ

)

= −
[
τx(t) −

∫ t

t−τ

x(s)ds

]T

S

[
τx(t) −

∫ t

t−τ

x(s)ds

]
(27)

− (h/N )

∫ t−(i−1)h/N

t−ih/N

ẋT(s)Riẋ(s)ds

≤ −
(∫ t−(i−1)h/N

t−ih/N

ẋ(s)ds

)T

Ri

(∫ t−(i−1)h/N

t−ih/N

ẋ(s)ds

)
= −[x(t − (i − 1)h/N ) − x(t − ih/N )]T

× Ri[x(t − (i − 1)h/N ) − x(t − ih/N )] (28)
V̇1(t) = 2

[
xT(t)P11 + xT(t − τ)PT

12 +
∫ t

t−τ

xT(s)dsPT
13

]
ẋ(t) + 2

[
xT(t)P12 + xT(t − τ)P22 +

∫ t

t−τ

xT(s)dsPT
23

]
ẋ(t − τ)

+ 2

[
xT(t)P13 + xT(t − τ)P23 +

∫ t

t−τ

xT(s)dsP33

]
[x(t) − x(t − τ)]

+ ηT(t)(W + τ 2Z)η(t) + (τ 4/4)ẋT(t)Sẋ(t) − ηT(t − τ)Wη(t − τ)

− τ

∫ t

t−τ

ηT(s)Zηx(s)ds − (τ 2/2)

∫ 0

−τ

∫ t

t+θ

ẋT(s)Sẋ(s)dsdθ (23)

V̇2(t) =
N∑

i=1

[
xT(t − (i − 1)h/N )Qix(t − (i − 1)h/N ) − xT(t − ih/N )Qix(t − ih/N )

+ (h/N )2ẋT(t)Riẋ(t) − (h/N )

∫ t−(i−1)h/N

t−ih/N

ẋT(s)Riẋ(s)ds

]
(24)

V̇3(t) =
N∑

i=1

(τ − ih/N )

[
xT(t − ih/N )Uix(t − ih/N ) − xT(t − τ)Uix(t − τ) −

∫ t−ih/N

t−τ

ẋT(s)Hiẋ(s)ds

]

+
N∑

i=1

(τ − ih/N )2ẋT(t)Hiẋ(t) (25)
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− (τ − ih/N )

N∑
i=1

∫ t−ih/N

t−τ

ẋT(s)Hiẋ(s)ds

≤ −
(∫ t−ih/N

t−τ

ẋ(s)ds

)T

Hi

(∫ t−ih/N

t−τ

ẋ(s)ds

)
= −[x(t − ih/N )−x(t − τ)]THi[x(t − ih/N ) − x(t − τ)]

(29)

For any matrices T1, T2 and T3, it follows from the system (4)
that

2[xT(t)T1 + ẋT(t)T2 + ẋT(t − τ)T3]
× [Ax(t) + Bx(t − h) − ẋ(t) + Cẋ(t − τ)] = 0 (30)

Adding the left-hand side of (30) to V̇ (t), and combining
with (23)–(25) and the inequalities (26)–(29), then it is easy
to see that V̇ (t) can be enlarged as

V̇ (t) ≤ ζ T(t)�ζ(t) (31)

where � is defined in (21), and ξT(t) = [xT(t) xT(t −
h/N ) xT(t − 2h/N ) · · · xT(t − h) xT(t − τ) (

∫t

t−τ
x(s)ds)T

ẋT(t) ẋT(t − τ)]. Note that � < 0 in (21), it is clear
from (31) that V̇ (t) < 0, which implies that nominal
system (4) is asymptotically stable. This completes the
proof. �

Remark 6: The constructed L-K functional (22) includes
three parts, where augmented functional V1(t) is utilised
to cope with neutral delay τ , V2(t) is based on the delay-
decomposition idea proposed in [12] and is utilised to cope
with discrete delay h, and V3(t) is utilised to reflect the rela-
tionship between neutral delay τ and decomposed discrete
delay ih/N . If the idea of delay-decomposition is further
incorporated to deal with neutral delay τ , it is expected that
some more effective conditions can be obtained. Compared
with the L-K functional (6), it is seen that the techniques
of augmented functional and delay-decomposition are incor-
porated when constructing functional (22). Therefore it is
possible that Theorem 3 is less conservative than Theorem 1.

Using Theorem 3 and Lemma 2, one can obtain the
following robust stability condition.

Theorem 4: For given scalars τ , h and N , the uncertain neu-
tral system (1) is robustly asymptotically stable, if there

exist 3n × 3n matrix P =
⎡
⎣P11 P12 P13

PT
12 P22 P23

PT
13 PT

23 P33

⎤
⎦ > 0, 2n × 2n

matrices W =
[

W11 W12

W T
12 W22

]
> 0, Z =

[
Z11 Z12

ZT
12 Z22

]
> 0, n ×

n matrices S > 0, Qi > 0, Ri > 0, Ui > 0, Hi > 0, i =
1, 2, . . . , N , T1, T2, T3, and a scalar μ > 0, such that the
following LMI holds⎡

⎢⎣� D̄ μĒT

∗ −μI 0

∗ ∗ −μI

⎤
⎥⎦ < 0 (32)

where � is defined in (21) and

D̄ =
[

DTT T
1

N+2
0 · · · 0︸ ︷︷ ︸ DTT T

2 DTT T
3

]T

,

Ē =
[

Ea

N−1
0 · · · 0︸ ︷︷ ︸ Eb 0 0 0 Ec

]T

5 Numerical examples

Example 1: Consider the nominal neutral system (4) with
the following parameters

A =
[−0.9 0.2

0.1 −0.9

]
, B =

[−1.1 −0.2

−0.1 −1.1

]
,

C =
[−0.2 0

0.2 −0.1

]

For this example, the maximum admissible delay bounds
are computed by the conditions in this paper and the results
in [11, 12, 14–16, 23–25], which are listed in Tables 1 and 2.
It is clear from Table 1 that the existing mixed mixed-delay-
dependent conditions in [14–16] are conservative because of
the neglect of the relationship between neutral delay τ and

Table 1 Maximum admissible upper bounds of h for different τ (Example 1)

τ 0.1 0.3 0.5 0.7 0.9 1.0 1.2

He et al. [14], Corollary 1 1.7100 1.6883 1.6718 1.6624 1.6563 1.6543 1.6527
Liu et al. [15] 1.7844 1.7669 1.7495 1.7338 1.7226 1.7201 1.7191
Qian et al. [16] 1.8307 1.8038 1.7755 1.7484 1.7272 1.7213 1.7202
Theorem 1 1.7808 1.8855 1.9718 2.0387 2.0886 2.1052 2.1145
Corollary 3 1.7236 1.7286 1.7352 1.7429 1.7540 1.7610 1.7733
Theorem 3 (N = 1) 1.8413 1.9778 2.0954 2.1877 2.2449 2.2611 2.2711
Theorem 3 (N = 3) 2.1845 2.2521 2.2973 2.3204 2.3301 2.3331 2.3313
Theorem 3 (N = 5) 2.2137 2.2774 2.3210 2.3474 2.3568 2.3588 2.3569

Table 2 Maximum admissible upper bounds for τ = h (Example 1)

Han [12] Han et al. [14] Liu et al. [15] Qian et al. [16] Han [11], Corollary 5

2.2036 1.6527 1.7191 1.7197 1.7856
Theorem 1 Balasubramaniam et al. [23] (N = 5) Kwon et al. [24] Han et al. [25] (N = 4) Theorem 3 (N = 5)

1.7856 2.1980 2.1633 2.2254 2.2069
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Table 3 Maximum admissible upper bounds of h = τ for
different c (Example 2)

c 0.00 0.05 0.10 0.15 0.20 0.25 0.30

He et al. [14] 2.39 2.05 1.75 1.49 1.27 1.08 0.91
Liu et al. [15] 2.39 2.13 1.89 1.67 1.48 1.30 1.15
Qian et al.

[16]
2.44 2.17 1.93 1.72 1.52 1.35 1.19

Theorem 2,
Han [11]

2.39 2.12 1.86 1.63 1.42 1.23 1.06

Theorem 4
(N = 1)

2.75 2.64 2.53 2.40 2.26 2.11 1.95

Theorem 4
(N = 3)

3.05 2.91 2.76 2.60 2.44 2.26 2.08

Theorem 4
(N = 5)

3.10 2.96 2.80 2.64 2.47 2.29 2.11

discrete delay h, and Theorem 3 is less conservative than
Theorem 1 because of the introductions of the techniques
of augmented L-K functional and delay-decomposition. In
addition, it is seen from Table 1 that Theorem 1 can pro-
vide larger delay bounds than Corollary 3, which shows the
importance of the single integral (τ − h)

∫t−h

t−τ
xT(s)Q3x(s)ds

introduced in L-K functional (6). From Table 2, It is seen
that the Theorem 1 in this paper provides the same delay
bound h = τ = 1.7856 as the Proposition 3 in [11] and
Corollary 5 in this paper, and a larger delay bound than the
mixed mixed-delay-dependent conditions in [14–16], which
verifies the Remark 5 and shows the effectiveness of the
proposed technique in this paper. Also, Table 2 shows that
Theorem 3 in this paper provides a larger delay bound than
the conditions in [11, 12, 14–16, 23, 24] obtained by the sim-
ple L-K functionals. Compared with the condition in [26],
a slightly smaller delay bound is obtained by Theorem 3
in this paper. Recalling that the neural delay and discrete
delay are assumed to be equal in [25], and the condition
in [25] is obtained by complete L-K functional approach, it
is clear that the Theorem 3 proposed in this paper remains
interesting, since Theorem 3 can be applicable to neutral sys-
tems with mixed delays and is convenient for the controller
synthesis and filter design.

Example 2: Consider the uncertain neutral system (1) with
the following parameters

A =
[−2 0

0 −0.9

]
, B =

[−1 0

−1 −1

]
, C =

[
c 0

0 c

]
0 ≤ c < 1, D = I , Ea = Eb = 0.2I , Ec = 0

For this example, Table 3 lists the maximum admissi-
ble delay bounds for different c by Theorems 2 and 4
612
© The Institution of Engineering and Technology 2014
proposed in this paper and the conditions in [11, 14–16].
It can be seen from Table 3 that Theorem 2 recovers
the delay bounds obtained by the Proposition 3 in [11],
and Theorem 4 provides the larger delay bounds than the
mixed-delay-dependent conditions in [14–16].

For system without uncertainties, Table 4 lists the maxi-
mum admissible delay bounds for different c by Theorem 3
obtained in this paper and the conditions in [22–25]. Table 4
shows that Theorem 3 in this paper provides larger delay
bounds than the condition in [22] and similar delay bounds
as the conditions in [23–25], which shows the Theorem 3
in this paper remains effective for the systems with equal
delays. Noticing that the conditions in [22–25] are obtained
under the assumption of equal delays, clearly, the proposed
Theorem 3 in this paper is more interesting.

6 Conclusion

In this paper, the simple and improved mixed-delay-
dependent stability and robust stability conditions are pro-
posed for uncertain linear neutral systems with mixed delays.
Compared with some existing results, the obtained condi-
tions in this paper are based on the simple L-K functional,
and can reduce the possible conservatism because of the
introduction of the interconnected information between neu-
tral delay and discrete delay. Theory analysis and numerical
examples show the benefits of the proposed conditions and
techniques. The proposed techniques in this paper can be
extended to neutral systems with mixed time-varying delays
and multiple delays. In addition, the controller synthesis and
filter design can be easily performed by the conditions in this
paper.
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